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I1T-802 (A) (GS)
B.Tech., VIII Semester
Examination, May 2023
Grading System (GS)
Machine Learning

Time : Three Hours -
Maximum Marks : 70
Nore: i)  Attempt any five questions.
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i1) All questions carry eqixabinarks.
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iii) In case of any doubt or dispute the English version
question shouldbe treated as final.
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1. a) Explainwiththe Examples of various Leamifxg Paradigms,
and the Finite and Infinite Hypothesis Spaces. '
¥ ISR & T ARAT TRI |

b) How will you define Posterior and prior probability in
Naive bayes? For calculating performance of any classifier

" how the noise affect the performance give explanation
using example.

319 Naive bayes d 94 3R qd wiRliesan &1 4 qRenfg
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Solve the following problem using linear regression and
find how well does the regression equation fit the data?
Also find that if a product sold in 40 months, what sales

would we expect in statistics? ~

SRy RIS FRep PERARE WA DY g 9N
afl o o f wifere ehaor @reT o for forart sreet
e fre doar 27 ag 1t s HRY fF IRk P ST
40 T8 3 a7 < &, oY g9 atide) o Ry R i 3men
a7 ‘ :
Product Name  Time (in_months) Sales(in _tons)
Product_A 48 62
Product_B 24 30
Product C 36 . 40
Product_D 60 50
Product_E 72 70
Classify the linear separable data using support vector
machine? Also find the support vectors and the maximum
margin hyperplane. The coordinates of the data are:
INE Jaex Tl o1 Suam o e Rdsa s 3
e ¥ 7 THeR daex 3iR siftras AT grgaee
@S s1eT & Fdaie g: |

A2, 1) (2, -1 (5, D) (5, D} and {(1,0) (0, 1) (-1, 0)

Explain Bayesian Leamning in probabilistic learning. Give
suitable example. ‘
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b) Apply appropriate classification algorithm on below data

table and classify the class of product with Previous
Price=42 and New Price=48.

2 ) 712 S1eT AfepT W IuGh FHTeRUT TR &n] &R
3R I it At ) B geg =42 IR 73 Hlua =48
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Name Previous Price New Price Class
Product 1 43 . 54 Sell
Product 2 52 ’ 61 Sell
Product 3 38 : 40 Accumulate
Product 4 29 21 Accumulate

Suppose that the data mining task is to cluster the
following eight points (with (x, y) representing location)
into three clusters:

A,(2, 10), A,(2, 5)0A5(8, 4), B, (5, 8), B,(7, 5), B4(6, 4),
C,(1, 2), C,(4, 9)"The distance function is Euclidean
distance. Suppose initially we assign A, B, and C, as the
center of each cluster, respectively. Use the k-means
algorithm to show only:

1)  The three clustercenters after the first round execution
ii) The final three clusters

aF fifSig fb srer g wrt F=feRaa ars f[Agai (x, »)
i 1 gfafaftea R g1 o i gl 5 FoRe
& ’

A (2, 10),A,(2,5), A4(8, 4), B|(5, 8), B,(7, 5), B5(6, 4),
C,(1, 2), C,(4,9)

-G8 woH gEefsaa gt 81 9 Aifoie 16 g 3 &9 wae:

A,, B, 3R C, 9 1P TR & dg & wu d FAfde
21 Shaet R & fY -\ TERYT &1 I9arT |
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Assuming the databasc given in the table bcl'ow. Find the
distance using Euclidcan distance method with respect to
Cluster Center (0.30, 0.20). .
Y & 118 arferet A 3T Y SR P HA §Y) FEIRER WeR
(0.30, 0.20) ¥ Wy ¥ gfFerdam g Rk & I Fd

0 T W

Items X Y

Cl 0.40 - 0.53
C2 0.22 0.38
C3 0.35 0.32
C4 0.26 0.19
C5 0.08 0.41
C6 0.45 0.30

Explain Lincar and Logistic regression. What are the
advantages for the same

R iRk aififes Rie= @) gusmee) St & e =
B & ? |

State the k frequent itemsct mining Algorithm and Solve
the following using k=3 frequent itemset mining
Algorithm (assume min_supp =2):

k thiade smgeqdie A tamied samd oiR k=3 Hiade
INgeHAT A1 gENRem o1 IgahT RS HEfatad o
&t X (9 & min_supp =2)

E_FE!_
S0 [Bread  Butiery am o iui
{2727 "] " Butter, Coke |~ T F T
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8. . Bread, Butter, Milk, Jam -]
87 T Bread) Buthee Mk D80T
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b)

b)"
- Can we use it for the linear regression and how it's related

(5]

Explain and elaborate Self-Organizing Map. Justify your
answer with neat diagram and example.

|6 AR B 2are iR fRega ) o IR A
gfe vaee [ SR SgERer gRT Hiftm
What is Principal Component Analysis (PCA)? Explain

using an example. Also explain the concept of
Dimensionality reduction.

fifer daHe TR (PCA) @1 87 T SIIRTT &t
HERIAT | TeisTl e 3 it R amuron @) H gasEg

What do you understand by Hierarchical clustering? Also
explain AGNES, DIANA

Sofieg FoReRI Q LT T £7 W, ST 9 9t
WY _ |

What is the objective of convergence of cost function?

to SSE? Justify your answer with proper explanation.

IR ol & ANERUT PT I FAT B9 FAT 29 TTHT
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(Suppose after invention of Covid'19 drug) for conducting
A Covid'19 drug test (for random variable T) has 1% false
positives (i.e., 1% of those not taking drugs show positive
in the test), and 5% false negatives (i.e., 5% of those taking
drugs test negative). Suppose that 2% of those Covid'19
tested are taking drugs. Determine the probability that

somebody who tests positive is actually taking drugs
(random variable D).

b)
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id'19
(w1 g £ Covid'19 31 % mﬁ;m;}_é%v% 19
iR A ¥ g (g = 1
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Consider the given Bayesian network of malaria and

cada 6, and P(H/~M)=0.2.
he. P(M) =.03, and P(/M)=0.5, -
l(Ere:atc;: t:heaj“:))int probability table for the specified

Bayesian network.

qﬁﬁmaﬂqmaéasﬁqmammammﬁmaﬁu |
p(M) = .03 iR PEUM)=0.6 3R P(E/~M)=0.2 ik
mﬁﬁlﬂqﬁ@*ﬁ?m%ﬁwwml
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